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1. Consider the model Y = Xβ + ǫ, where Xn×p has rank r ≤ p; also

ǫ ∼ Nn(0, σ
2In). Let (X ′X)− be a generalized inverse of X ′X, and β̂ be a

least squares estimator of β. Suppose Aβ is estimable where Aq×p has rank
q.
(a) Show that A(X ′X)−X ′X(X ′X)−A′ = A(X ′X)−A′.
(b) Find the probability distribution of Aβ̂.
(c) Find E(β̂′A′(A(X ′X)−A′)−1Aβ̂). [15]

2. What is meant by Analysis of Variance? Explain its role in multiple
regression. [5]

3. Consider the model Y = Xβ + ǫ, where Xn×p has 1 as its first column
(X0) and has rank r ≤ p; also ǫ ∼ Nn(0, σ

2In). Consider testing the use-
fulness of the predictors, X1,X2, . . . ,Xp−1, which appear as the last p − 1
columns of X. Show that the ANOVA F-test is equivalent to GLRT, the
generalized likelihood ratio test. [15]

4. Suppose X ∼ Nk(µ,Σ) where Rank(Σ) = r ≤ k and let Bk×k be any
symmetric matrix such that Bµ = 0. Show that X′BX has a χ2 distribution
if and only if

ΣBΣBΣ = ΣBΣ.

Find the degrees of freedom of this χ2 distribution. [15]


